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Abstract
We present the definitions and describe the
evaluation measures for the three tasks of the
2019 Hack The News! Datathon: (i) predicting
whether a document is propagandistic, (ii) de-
termining which sentences in the document are
propagandistic, and (iii) identifying the use of
specific propaganda techniques in text.

1 Background

The Hack The News! Global Datathon1 takes
place on January 21–27, 2019. It features three
tasks with different levels of complexity, aiming
at identifying the use of propaganda in the news.2

Below, we define the tasks and we present the eval-
uation measure for each of them.

2 Task 1

Definition: Given a document, determine
whether it is propagandistic or not.

This is a binary classification task.

Meta-Data formatting: A single tab-separated
file with two fields:

[doc id] [label]

Evaluation: We adopt the F1-measure:

F1 =
2 · prec · rec
prec+ rec

(1)

where precision is defined as follows:

prec =
|{propagandistic docs} ∩ {retrieved docs}|

|{retrieved docs}|
(2)

and recall is defined as follows:

rec =
|{propagandistic docs} ∩ {retrieved docs}|

|{propagandistic docs}|
(3)

1http://www.datasciencesociety.net/
datathon/

2http://www.datasciencesociety.net/
hack-news-datathon-case-propaganda-detection/

3 Task 2

Definition: Given a document, determine
whether each of its sentences is propagandistic.

Once again, this is a binary classification task.

Meta-Data formatting: A tab-separated file
with three fields:

[doc id] [sentence id] [label]

3.1 Evaluation:

Again, we adopt the F1-measure, but this time
defining precision and recall at the sentence level:

prec =
|{propagandistic sents} ∩ {retrieved sents}|

|{retrieved sents}|
(4)

rec =
|{propagandistic sents} ∩ {retrieved sents}|

|{propagandistic sents}|
(5)

4 Task 3

Definition: Given a document, (i) identify all
text fragments that use a propagandistic tech-
nique (start and end character offsets) and also
(ii) choose the propagandistic technique that was
used in each such fragment, from an inventory of
eighteen possible techniques.

This is a multi-way sequence labeling task, akin
to named entity recognition.

Meta-Data formatting: A tab-separated file
with four fields, where the last two fields indicate
the starting and ending position of the span:

[doc id] [label] [start] [end]

http://www.datasciencesociety.net/datathon/
http://www.datasciencesociety.net/datathon/
http://www.datasciencesociety.net/hack-news-datathon-case-propaganda-detection/
http://www.datasciencesociety.net/hack-news-datathon-case-propaganda-detection/


Figure 1: Example of annotation used when giving instructions to the annotators.

Evaluation: Here, we use a variant of F1-
measure like before, but the calculations for pre-
cision and recall are more complex, as we have a
multi-way classification task,3 and we also need
to take the fragment spans into account. As these
spans can be quite long for some of the techniques,
we give partial credit in case the system has pre-
dicted a propaganda technique of the correct type,
but the start and the end boundaries of the frag-
ment do not match those of the gold annotation
exactly, and instead there is only partial overlap.

Our definitions of precision and recall are in-
spired by (Potthast et al., 2010). Let document
d be represented as a set of references to its el-
ements. A propagandistic text fragment is then
represented as r = [ri, . . . , rj ] ⊆ d, i < j.
A document includes a set of (possibly overlap-
ping) fragments R. Similarly, the set of fragments
predicted by a learning algorithm are denoted by
p = [pk, . . . , pl] ⊆ d, k < l; the set of predic-
tions P for a document d. Let c(p) = {1, . . . , 18}
be the propaganda technique associated with the
fragment p by a learning algorithm c(). We de-
note the gold label of a fragment with g(r). Let
δ(a, b) = 1 if a = b; 0 otherwise. Given two an-
notations, p and r, we score them as

S(p, r) =
|(r ∩ p)|

max(|r|, |p|)
δ (g(r), c(p)) . (6)

3See the following link for definition and examples for
each of the eighteen propaganda techniques we consider:
http://propaganda.qcri.org/annotations/
definitions.html

The scoring depends on whether the labels g(r)
and c(p) are identical and it is proportional to the
intersection of the spans of the two annotations.

Precision and recall are defined as follows:

prec =
1

|P |
∑

p ∈ P,
r ∈ R

S(p, r) (7)

rec =
1

|R|
∑

p ∈ P,
r ∈ R

S(p, r). (8)

Figure 1 shows an example of the fragment-
level annotation.

4.1 Extending the Measure to Multiple
Documents

Eq. (7) and (8) are defined at the document level.
In order to extend them to a set of n documents
P = {P1, . . . , Pn} and R = {R1, . . . , Rn}, we
modify them as follows:

prec =

i=n∑
i=0

∑
p ∈ Pi,
r ∈ Ri

S(p, r)

i=n∑
i=0

|Pi|

(9)

rec =

i=n∑
i=0

∑
p ∈ Pi,
r ∈ Ri

S(p, r)

i=n∑
i=0

|Ri|

(10)

http://propaganda.qcri.org/annotations/definitions.html
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